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Abstract

* We propose a novel machine
learning based method to represent
proteins with their ligands.

* The proteins are represented
using the word-embeddings of the
SMILES representation of their
ligands and the performance of the
protein representation is evaluated
on protein clustering task.

* The results show that ligand-
based representation of proteins
perform as well as protein sequence
based methods.

Introduction

** Representation of proteins IS an
Important task In many bioinformatics
problems.

* Based on the chemogenomics
assumptions, we propose that proteins
can be described using the set of ligands
that they interact with.

*SMILES representation of ligands [1] Is
utilized.

s Two different methods are used for
comparison:

= A protein sequence-based model that
uses word-embeddings [2],

= A ligand-centric protein-protein
interaction (PPI) network [3].
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METHODS
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Fig 1: Collecting protein-ligand interaction information

*» Distributed word representations models (word
embeddings) comprise the syntactic and semantic features

e.g. Protein ID / Ligand ID
Sequence / SMILES

Distributed Representation of Proteins and Ligands
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Fig 2. For each protein/ligand word that is extracted from protein
sequence/ligand SMILES, a real-valued vector (embedding) is

“*Prot2Vec describes a protein as follows [2]:

m

Z vector(word,)

Prot2Vec = vector( protein) = £=
m

vector(word,) Is the word-embedding of
sequence (e.g. "MPR?").

kih word of protein

SMILES-based Protein Representation

+» SMILES2Vec describes a ligand as follows:

> vector(word,)
SMILES2Vec = vector(ligand) = +=

N

¢ For a protein interacting with p ligands:
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vector( protein) = —=
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Fig 3: The weighted identity network (WIN).[3]. .

Experiment Setting

For Sphingolipid (SL) metabolism related proteins:

¢ their ligands were collected (51 prot, ~84.5K lig).

¢ vector forms were created using Prot2Vec and
SMILES2Vec and K-means was applied for
clustering.

* WIN was constructed and Markov Clustering
(MCL) algorithm was used.

RESULTS
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Fig 4. WIN clusters have proteins from same families due to their high number of common ligands and SMILES2Vec
brings out the similarity aspect of ligands. The clusters of the Prot2Vec-based proteins have high sequence similarity.

* The performances of the protein

Blast ® Prot2Vec ™ SMILES2Vec representation meth

ods were evaluated
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* MCL was used for identifying clusters.

A95 Superfam.

** Using SMILES2Vec, we were able to
define proteins based on their interacting
ligands even In the absence of sequence or
structure information.

“ SMILES2Vec-based protein representation
performed as well as protein sequence based
methods in protein clustering problem.
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